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o Graphs - a quick introduction
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World of graphs

Figure 1: Protein interaction network (Credit: Thomas Kipf, University of Amsterdam)
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World of graphs
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Figure 1: Social network (Credit: Thomas Kipf, University of Amsterdam)
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World of graphs

What Google's Knowledge Graph Looks Like
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World of graphs

Figure 1: Road map can be modelled as graph (Credit: Thomas Kipf, University of
Amsterdam)
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World of graphs

Definition 1 (Graph)

A graph G = {V, £} is defined as a set of vertices, V, which are connected by
a set of edges, £ C V x V, where the symbol x denote a direct product
operator.

Figure 3: Directed graph
Figure 2: Undirected graph
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World of graphs

Representation of the graph edge connectivity

V=1{0,1,2,3,4,5,6,7}

£C{0,1,2,3,4,5,6,7} x {0,1,2,3,4,5,6,7}

€ =1(0,1),(1,2),(2,0),(2,3), (2,4), (2,7), (3,0),
(4,1),(4,2),(4,5), (5,7), (6,3), (6,7),

Figure 4: Directed graph (same graph as (7,2),(7.6)}
in Fig 3)
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World of graphs

For a given set of vertices and edges, a graph can be formally
represented by its adjacency matrix, A, which describes the vertex
connectivity; for N vertices A is an N x N matrix.

Definition 2 (Adjacency matrix)
The elements A, of the adjacency matrix A assume values A,,, € {0,1}. The
value 4,,, = 0 is assigned if the vertices m and n are not connected with an
edge, and 4,,, = 1 if these vertices are connected, that is

def ) 1,if (m,n) € €
A = {o, if m,n) ¢ £ M

The adjacency matrix of an undirected graph is symmetric;

A=AT.
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World of graph

Definition 3 (Weight matrix)

A nonzero element in the weight matrix W, W,,,, € W, designates both an
edge between the vertices m and n and the corresponding weight. The value
W... = 0 indicates no edge connecting the vertices m and n. The elements of a

weight matrix are nonnegative real numbers.
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Figure 6: The associated weight matrix of
Figure 5: Weighted graph graph in Figure 5
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World of graphs

More graphs (Broadwater & Stillman 2023)

Heterogeneous or homogeneous: Heterogeneous graphs contain nodes of different classes or

Bipartite:

Cyclic/Acyclic:

categories. For example, in a recruitment network, some nodes may be
employees and others may be companies. On the other hand, homogeneous
graphs assume that all nodes are of the same class.

Similar to heterogeneous graphs, bipartite graphs also reflect graphs which can
be separated or partitioned into different subsets. However, bipartite graphs
have a very specific network structure such that nodes in each subset connect
to nodes outside of their subset and not inside.

Cyclic and acyclic graphs describe the network connectivity. Cyclic graphs are
such that if you can start from one node and move across the network you will
eventually return back to the original starting node. For acyclic graphs, if you
start at any node in the graph, you will not be able to return to your starting node
unless you retrace your steps. Directed acyclic graphs, or DAGs, are a subset of
acyclic graphs which have directed edges. DAGs are extremely important in
causal analysis, as they reflect causal structure, which is widely assumed to be
unidirectional, i.e. A can cause B but B cannot cause A.
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World of graphs

More graphs (Broadwater & Stillman 2023)

Knowledge graphs Similar to DAGs, knowledge graphs are those that represent abstract
concepts in the world. However, knowledge graphs are not restricted to being
acyclic or directed. Nodes and edges in knowledge graphs are abstract entities
and concepts, and relay semantic relationships. A graph is classified as a

knowledge graph when it is structured to semantically represent entities and
their interrelations.
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Graph neural network (GNN) training

Notation: G = (A, X)
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Figure 7: GNN Training (Credits: Thomas Kipf, University of Amsterdam)

Main idea: Pass message between pairs of nodes and agglomerate

In essence: Pass messages between nodes (vertices) to refine node
representation. Edges can be refined too.
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Neural Network Parameters
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Figure 8: Basic Comparison of CNN and GCN (Broadwater & Stillman 2023)
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1. Inpul initial graph with 2, Collect all features from 3, Aggregate messages 4. Translorm messages 5. Update all features in
node, edges, and neighbouring nodes, using invariant using a neural network to the graph with new
features known as messages, for functions such as sum, create new node features  node features

each node max, or mean

Figure 9: Elements of message passing (Broadwater & Stillman 2023)

@ |Input initial graph with node, edges and features

@ Collect all features from neighbouring nodes; known as messages, for each node

© agglomerate (aggregate) messages using invariant function such as sum , max, or mean
@ Transform messages using neural network to create new node feature

Q Update all features in the graph with new node features
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GNN Training

Consider this Calculate update
undirected graph: for node in red:
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Figure 10: Updating a node (Credits: Thomas Kipf, University of Amsterdam)

Update rule:

D) _ (0D L0y
h o(n"Wg" + 3" —n'w, 2)
JEN; y
N;: neighbour indices; c;;: norm constant; fixed or trainable.
Good properties: weight sharing over all locations (W); invariance to permutations; linear
complexity; applicable in both transductive and inductive settings.
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Input: Feature matrix X € RNXE, preprocessed adjacency matrix A

Hidden layer
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Figure 11: GCN usage (Credits: Thomas Kipf, University of Amsterdam)
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Node classification:

softmax(zn)
e.g. Kipf & Welling (ICLR 2017)
Output s i
= Graph classification:

« . |'— softmax(3>,, 2n)

. e.g. Duvenaud et al. (NIPS 2015)
Z=HW
Link prediction:
ios T,
p(Aij) = o(2{ )
Kipf & Welling (NIPS BDL 2016)
“Graph Auto-Encoders”
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