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o Time series (sequence) data
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Types of time series data

Time series (sequence) data (Chollet 2021)

A time series can be any data obtained via measurements at regular intervals
@ daily price of a stock

hourly electricity consumption

weekly sales of a store

seismic activity

evolution of fish populations in a river

human activity patterns
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Figure 1: Temperature: full temporal range of ~ Figure 2: Temperature: the first 10 days of the
the dataset; every 10 min (°C) (Chollet 2021) dataset; every 10 min (°C) (Chollet 2021)
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More characteristic of time series (sequence) data

@ Each data point: A sequence of vectors x(z),for1 <:<r

@ Batch data: many sequences with different lengthsr

@ Label: can be a scalar, a vector, or even a sequence
Example:

@ Sentiment analysis

@ machine translation
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More characteristics of time series (sequence)

data

Economic growth has slowed down in recent years

/
Das Wirtschaftswachstum hat sich in den letzten Jahren verlangsamt .

Economic growth has slowed down in recent years
| 1

/ pd
e

f |
La croissance économique s' est ralentie ces derniéres années .

Figure 3: Machine translation (Figure from: devblogs.nvidia.com)
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devblogs.nvidia.com

More characteristics of time series (sequence

data)

@ Data point: two dimensional sequences like images

@ Label: different type of sequences like text sentences
Example:

@ image captioning

elephant is standing

red shirt on a man T

large green elephant is brown
trees .
roof of a
building
trunk of ar
elephar green trees
in the
background
rocks on v
the ground
ball is »le9
white |
leg of an
elephant

ground is brown oy ant is standing  the ground

Figure 4: Image captioning (Figure from the paper “DenseCap: Fully Convolutional
Localization Networks for Dense Captioning”, by Justin Johnson, Andrej Karpathy, Li
Fei-Fei)
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Recurrent neural network

@ Biological intelligence processes information incrementally while maintaining an internal
model of what is being processed based on past information and constantly updated as new
information arrives.

@ A recurrent neural network (RNN) adopts the similar principle, but extremely simplified
version.

@ Sequences are processed by iterating through the sequence elements and maintaining a
state that contains information relative to what it has seen so far.

@ RNN is a type of neural network that has an internal loop.
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———eeeee——> Time : X(t3) Xt2) Xt-1) Xt
p Time
Figure 5: Simple RNN cell and unrolled
version showing hidden state & Figure 6: Simple RNN and Unrolled

version
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Recurrent neural network

simple keras/tensorflow RNN

model = keras.models.Sequential ([
keras.layers.SimpleRNN (1, input_shape=[None, 1]
1)

layers of RNN in keras/tensorflow

model = keras.models.Sequential ([

keras.layers.SimpleRNN (20, return_sequences=True, input_shape=[None, 1])
keras.layers.SimpleRNN (20, return_sequences=True),
keras.layers.SimpleRNN (1)

1)
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“Vanilla” Neural Network

one to one

\ Vanilla Neural Networks

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 11 April 29, 2021




Recurrent Neural Networks: Process Sequences

one to one one to many

] OO

\ e.g. Image Captioning
image -> sequence of words

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 12 April 29, 2021



Recurrent Neural Networks: Process Sequences

one to one one to many many to one

Ininie
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\ e.g. action prediction
sequence of video frames -> action class

Lecture 10 - 13

Fei-Fei Li, Ranjay Krishna, Danfei Xu
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Recurrent Neural Networks: Process Sequences

one to one one to many many to one

Ininie

1 0 Oo

OO D

t

|—~

many to many
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\ E.g. Video Captioning
Sequence of video frames ->
caption

Fei-Fei Li, Ranjay Krishna, Danfei Xu
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Recurrent Neural Networks: Process Sequences
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e.g. Video classification on frame level
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Let's start with a task that takes a variable input
and produces an output at every step

many to many

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 19 April 29, 2021



Recurrent Neural Network

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 20 April 29, 2021



Recurrent Neural Network

y
I Key idea: RNNs have an

“internal state” that is
/ updated as a sequence is
RNN processed
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Unrolled RNN

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 22 April 29, 2021




RNN hidden state update

We can process a sequence of vectors x by
applying a recurrence formula at every time step:

hi|= fW(ht—la wt)

new state / old state input vector at
some time step

some function
with parameters W
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RNN output generation

We can process a sequence of vectors x by
applying a recurrence formula at every time step:

yt =fWhy(ht)

output / new state

another function
with parameters W _
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Recurrent Neural Network
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Recurrent Neural Network

We can process a sequence of vectors x by
applying a recurrence formula at every time step:

hy = fW(ht—la wt)

Notice: the same function and the same set
of parameters are used at every time step.
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(Simple) Recurrent Neural Network

The state consists of a single “hidden” vector h:

hy = fW(ht—la iEt)
|

h; = tanh(Wyphi—1 + Wopay)

y =W hy hy
Sometimes called a “Vanilla RNN” or an

“Elman RNN” after Prof. Jeffrey Elman

RNN =
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RNN: Computational Graph

fW
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RNN: Computational Graph

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 29 April 29, 2021



RNN: Computational Graph

fW fW fW e
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RNN: Computational Graph

Re-use the same weight matrix at every time-step

fW fW fW e
w
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RNN: Computational Graph: Many to Many

Y, Y, Y3 Yr

f —>h1—>f —>h2—>f —>h3—> —>h_|_

W
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RNN: Computational Graph: Many to Many

f —>h1—>f —>h2—>f —>h3—> —>h_|_

W
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RNN: Computational Graph: Many to Man

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 34 April 29, 2021



RNN: Computational Graph: Many to One

fW fW fW ..._>hT
w
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RNN: Computational Graph: Many to One
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RNN: Computational Graph: One to Many

Y, Y, Y3 Yr

f —>h1—>f —>h2—>f —>h3—> —>h_|_

o Ry

w
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RNN: Computational Graph: One to Many

Y, Y, Y3 Yr

fW—>h1—>fW—>h2—>fW—>h3—>...—>hT

A e A
" .
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RNN: Computational Graph: One to Many

fW—>h1—>fW—>h2—>fW—>h3—>...—>hT

1Y,V VR
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RNN: Computational Graph: One to Many

Y, Y, Y3 Yr

f —>h1—>f —>h2—>f —>h3—> —>h_|_

/———I
i & -
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Sequence to Sequence: Many-to-one +
one-to-many

Many to one: Encode input
sequence in a single vector

[ [+ i

Sutskever et al, “Sequence to Sequence Learning with Neural Networks”, NIPS 2014

Fei-Fei Li, Ranjay Krishna, Danfei Xu Lecture 10 - 41
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Sequence to Sequence: Many-to-one +
one-to-many

One to many: Produce output

sequence from single input vector
Many to one: Encode input
sequence in a single vector

Sutskever et al, “Sequence to Sequence Learning with Neural Networks”, NIPS 2014
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Recurrent neural network

@ During training of long sequences the weights and gradients could increase and be
unstable.

@ With long sequences sequence, it will gradually forget the first inputs in the sequence.

@ Due to the transformations that the data goes through when traversing an RNN, some
information is lost at each time step. After a while, the RNN’s state contains virtually no
trace of the first inputs.

Solution - exploding gradients

@ Reduce this risk by using a smaller learning rate

@ Use a saturating activation function like the hyperbolic tangent (this explains why it is the
default)

@ Use Layer Normalization; implemented across features; it learns a scale and offset
parameter for each input
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Recurrent neural network

Solution - forgetfulness

@ The Long Short-Term Memory (LSTM) cell was proposed in 1997 Hochreiter &
Schmidhuber (1997) and gradually improved over the years by several researchers, such as
Sak et al. (2014) and Zaremba et al. (2015).

@ |t can be used very much like a basic cell
@ Performs much better and training converges faster
@ |t can detect long-term dependencies in the data

LSTM in keras/tensorflow

model = keras.models.Sequential ([

keras.layers.LSTM (20, return_sequences=True, input_shape=[None, 1]),
keras.layers.LSTM (20, return_sequences=True),
keras.layers.TimeDistributed (keras.layers.Dense (10))

1)
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Recurrent neural network - LSTM

Key idea

The key idea is that the network can learn what to store in the long-term
state, what to throw away, and what to read from it.

yT(l)
-
Forget gate |
1) ® @ c
()
Inputgt/
®. ®. - h(li
i o, Outputgate | p---m-emmmmemeemeeg
() )] utput gate r :
H Element-wise !
multiplication !
@ Addition
h, : R
(1) —>| LSTM cell ) | £ logistic H

Figure 7: LSTM cell (Géron 2017)
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Recurrent neural network - LSTM

yf‘)
s N
Forget gate
C(M\ @.

K0
Inputgi/
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) Output gate
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LSTM cell

Figure 8: LSTM cell (Géron 2017)
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Machine Learning

General operation (see Figure 8)

@ Long term state c(—r) traverses
through network (left to right)

@ Passes through forget gate;
drops some memory & adds new
memory selected by input gate

@ Long-term state is copied and
passed through the tanh
function, and then the result is
filtered by the output gate.

@ This produces the short-term
state i,); i.e. the cell's output for

this time step,y,

ANNDL
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Recurrent neural network - LSTM

Current input vector x(,y and the previous short-term state /(,_ are fed to four different fully
connected layers.

Main layer is the one that outputs g, . It has the usual role of analyzing the current inputs
) Q)
x(;) and the previous (short-term) state i, ).

© The three other layers are gate controllers; they use the logistic activation function, their
outputs range from 0 to 1.

© Respective outputs are fed to element-wise multiplication operations; a zero closes the gate
& a “one” opens it.

@ The forget gate (controlled by f{;)) controls which parts of the long-term state should
be erased.

@ The input gate (controlled by i(;y) controls which parts of g(,) should be added to the
long-term state.

@ Finally, the output gate (controlled by o(,y) controls which parts of the long-term state
should be read and output at this time step, both to 4,y and to y(,y.
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Recurrent neural network - LSTM

Computations of LSTM

iy = o(Whx(y + Whhq—1y + bi)
foy = U(W)Z}X(t) + W}g‘h(t—l) + by) v,
0@y = o(Wix(sy + Wish(—1y + bo) . [

8() = tanh(Wix() + Wigh(_1) + bg) h )

\nputgate/ \l

9 | | 0}
() =Sy @ -1y + i) @8 seee | o —
ement-wise |
Vi) = h(,) = 0([) ® tanh(C(t)) ) . :!::iplica(\on
ition
P —f LSTM cell = logistic |

In these equations:
@ Wy, Wy, Wy, Wy are weight matrices of o
each of the 4 FC layers for their connection
to input vector x(,) Figure 9: LSTM cell (Géron 2017)
Q@ Wy, Wip, Wio, Wi, are weight matrices of
the 4 FC layers for their connection to
previous short-term state i,
@ b;, by, b, by are the bias term for each of
the 4 FC layers.

SCIT-AMRL (University of Wollongong) Machine Learning ANNDL 14/18



Recurrent neural network - GRU

Gated Recurrent Neural Network

@ Another recurrent unit similar to the LSTM is the Gated Recurrent Unit (GRU)
© GRU has a reset gate and an update gate, similar to the forget/input gates in the LSTM unit.

© The major difference is that the GRU fully exposes its memory content using only leaky
integration (but with an adaptive time constant controlled by the update gate).

© The GRU was inspired by the LSTM unit but is considered simpler to compute and
implement.

GRU cell

Figure 10: GRU cell (Géron 2017)
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Recurrent neural network - GRU

ey ®.

> D
=2

Computations of GRU

20y = o(Wix(y + Whh—1y + b:)
oy = U(errx(,) + WhT,h(,_l) + by)
8y = tanh(Wex() + Wi (r() @ hg—1)) + be)
by = 2 @ h—1y + (1 = 20)) ® geq '

GRU cell

Figure 11: GRU cell (Géron 2017)
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Recurrent neural network - LSTM & GRU

@ Despite advantage of LSTM and GRU over RNN; i.e. dealing with much longer sequences;
they have fairly short-term memory and difficulty learning long-term patterns in sequences
of 100 time steps or more.

@ One solution is to shorten the input sequence; use a 1-D CNN as pre-processor

Keras implementation of 1-D CNN solution

model = keras.models.Sequential ([

keras.layers.ConvlD (filters=20, kernel_size=4, strides=2,
padding="valid",

input_shape=[None, 1]),

keras.layers.GRU (20, return_sequences=True),
keras.layers.GRU (20, return_sequences=True),
keras.layers.TimeDistributed (keras.layers.Dense (10)

1)

.
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