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Quantitative Research vs Qualitative Research



Definition

• Quantitative research is “Explaining phenomenon by 
collecting numerical data that are analysed using 
mathematically based methods (in particular statistics)” 
[Aliagaand Gunderson 2000]



Quantitative Research

• Quantitative research is defined as a systematic 
investigation of phenomena by gathering quantifiable data 
and performing statistical, mathematical, or computational 
techniques.

• Quantitative research methods are research methods 
dealing with numbers and anything that is measurable in a 
systematic way of investigation of phenomena and their 
relationships.

• An entire quantitative study usually ends with confirmation 
or disconfirmation of the hypothesis tested. 

• Researchers using the quantitative method identify one or 
a few variables that they intend to use in their research 
work and proceed with data collection related to those 
variables. 



What is Quantitative Research

• Data gathering instrument
– Quantitative research makes use of tools such as 

experiments, surveys, measurements and other 
equipment to collect numerical or measurable data.

• Type of data
– What most likely are tables containing data in the 

forms of numbers and statistics
• Approach

– Researchers tend to remain objectively separated 
from the subject matter. This is because quantitative 
research is objective research in the sense that it 
only seeks precise measurements and analysis of 
target concepts to answer his inquiry.



When do Quantitative Research

• If your study aims to find out the answer to an inquiry 
through numerical evidence, then you should make use 
of the quantitative research.

• In general, use of qualitative research at the beginning 
of a design process to uncover innovations. Use 
quantitative research at the end of a design process to 
measure improvement. 

• The main activity for which quantitative research is 
especially studied is the testing of hypothesis. 



What are quantitative Data

• Quantitative data is information about quantities; that is, 
information that can be measured and written down with 
numbers.

• Some examples of quantitative data are your height, 
your shoe size, and attendance rate. 

• Quantitative data defines whereas qualitative data 
describes. 



Quantitative data

• Units
– When we collect data in quantitative research, we 

have to collect them from someone or something. 
The people or things (e.g. schools) we collect data 
on or from are known as units or cases.

• Variables 
– The data that we are collecting from these units are 

known as variables. Variables are any characteristics 
of the units we are interested in and want to collect 
(e.g. height, age)



Quantitative research design

• Quantitative research design is the standard 
experimental method of most scientific disciplines. 
– They are most commonly used by physical scientists, 

(although social sciences, education and economics 
have been known to use this type of research). It is 
the opposite of qualitative research.

– Quantitative experiments all use a standard format, 
with a few minor inter-discipline differences, of 
generating a hypothesis to be proved or disproved. 
This hypothesis must be provable by mathematical 
and statistical means, and is the basis around which 
the whole experiments is designed. 



Quantitative research design

• Randomization of any study groups is essential, and a 
control group should be included, wherever possible. 

• A sound quantitative research design should only 
manipulate one variable at a time, or statistical analysis 
becomes cumbersome and open to question.

• Ideally, the research should be constructed in a manner 
that allows to repeat the experiment and obtain similar 
results. 



Some basic quantitative research method
• Quantitative method typically begins with data collection 

based on a hypothesis or theory and it is followed with 
application of descriptive or inferential statistics. 

• Levels of quantitative analysis 
– Descriptive 
– Explanatory 
– Predictive 



Descriptive

• This type of research describes what exists and may help to 
uncover new facts and meaning. The purpose is to observe, 
describe, document aspects of a situation as it naturally occurs. 

• This involves the collection of data that will provide an account 
or description of individuals, groups or situations. Instruments 
we use to obtain data in descriptive studies include 
questionnaires, interviews (closed question), observation 
(checklists, etc)

• There is no experimental manipulation or indeed any random 
selection to groups, as there is in experimental research.  

• The characteristics of individuals and groups such as nurses, 
patients and families may be the focus of descriptive research. 
It can provide a knowledge base which can act as a 
springboard for other types of quantitative research methods.



Descriptive

• Quantitative research methods fall under the broad 
heading of descriptive research.

• Describe the phenomenon with statistical analysis.
• Identify the characteristics of an observed phenomenon
• Explore correlations between two or more entities.



Observation studies

• Involved in both quantitative and qualitative research 
methods.

• In quantitative methods, focus on a particular factor of 
behaviour and it is quantified.



Strategies used in observation studies



Correlational research

• Quantitative correlational research aims to systematically 
investigate and explain the nature of the relationships 
between variables in the real world. Often the 
quantifiable data (i.e. data that we can quantify or count) 
from descriptive studies are frequently analysed in this 
way.

• Correlational research studies go beyond simply 
describing what exists and are concerned with 
systematically investigating relationships between two or 
more variables of interest.

• Such studies only describe and attempt to explain the 
nature of relationships that exist, and do not examine 
causality (i.e. whether one variable causes the other).



Examples

• The relation between storage size and database 
capacity
– as storage becomes larger, it is easier to manage 

databases => there is a correlation between storage 
size and database capacity.

• The equation between fame and money.
• The relationship between stress and depression.



Correlational research (features)

• Examine differences of characteristics or variables of 
two or more entities.

• A correlation exists when one variable increases or 
decreases correspondingly with the other variable.

• A researcher gathers data about two or more variables 
in a particular group; these data are numbers that reflect 
measurement of the characteristics of research 
questions.



• Correlational results can be represented using various 
mean of visualisation, for example scatterplot



Draw a scatterplot

• Step 1: Decide the Two Variables
• Step 2: Collect Data
• Step 3: Map the Data
• Step 4: The Line of Best Fit
• Step 5: Get the result



• Identify or describe the homogeneity or heterogeneity of the 
two variables.

• Describe the degree of which the two variables are 
intercorrelated or using statistical approach known as 
correlation coefficient.

• Interpret these data and give them meaning 

Examining Scatterplot, we can 



Survey research

• One of the most common methodologies used in ICT
• Kerlinger 1973: survey research is a study on large and 

small populations by selecting samples chosen from the 
desired population and to discover relative incidence, 
distribution and interrelations.

• Ultimate goal: learn about a large population by 
surveying a sample of the population.



Examples

• A researcher poses a series of questions to the 
respondents, summaries their responses in 
percentages, frequency distribution and some other 
statistical approach.

• Employ face-to-face interviews, telephone interviews or 
using questionnaires. 



Example of questions asked in survey research



Types of survey

• There are two types of survey, depending on the scope 
of the research work

• Cross-sectional survey: if researchers need a pool of 
opinions and practices

• Longitudinal survey: if researchers want to compare 
differences in opinion and practices over time



Cross-sectional survey

• A researcher collects information from a sample drawn 
from a population

• It involves collecting data at one point of time. The period 
of data collection can vary and depends on the study 
weightage.

• Eg: you administer a questionnaire on broadband usage 
among 500 UOW students for information dissemination 
using research network. The UOW students may 
comprise 20-23 year old students. The students could be 
males and females from different course backgrounds. In 
this case, the data you obtain is derived from a cross-
section of the population at one point of time.



Longitudinal surveys
• Data collection is done at different points of time to observe the 

changes. Two common types:
– Cohort studies: identify a category of people of interest then 

randomly select individuals from within that category to survey 
over time. 

– E.g: a research specifies population and lists the names of all 
members of this population. At each data collection point, a 
researcher will select a sample of respondents from the 
population to see the trends and changes. 

– Panel studies: focuses on the same people each time the survey 
is administered

– E.g: a researcher can identify a sample from the beginning and 
follow the respondents over a specified period of time to observe 
changes in specific respondents and highlight the reasons why 
these respondents have changed.



Examples

• A survey to study the effects of exercise on 100 kids 
over a 10-year period beginning at age 12 and following 
them until they are 22.

• A survey to know how Americans’ views on healthcare 
have changed over the past 10 years. 



Comparison between the two surveys

• It depends on the nature of your research project and 
the questions you’re trying to answer. 

• longitudinal surveys give us more information about 
trends, tendencies, opinions or ideas over a long period 
of time. 

• Longitudinal surveys can be costly and difficult to 
administer, and your research work may not require a 
temporal data analysis

• Cross-sectional surveys have limited explanatory power 
because they only capture one moment, but easier to 
implement.



Explanatory

• Understand why things happen as they do, how reliable 
is that understanding, or are there other explanations? 
– For example, if the unemployment rate has risen, we 

want to understand why – is it because of young 
people entering the labour market, is it because 
restaurants are sacking dishwashers and replacing 
them with machines? 

– Statistical models can be invaluable in this situation. 



Predictive

• Need a model of future outcomes, how well does it 
work? 
– For example, if we are looking at admissions to 

universities, can we predict which students will 
receive admission offers before they get their public 
exam results, if we know their performance in school 
exams? This is not hard for the group of all school 
students, but is very hard for individual students. 



Basic Steps for Quantitative Research

• It uses the deductive reasoning, where the researcher forms a 
hypothesis, collects data in an investigation of the problem, and 
then uses the data from the investigation, after analysis is made 
and conclusions are shared, to prove the hypothesis not false or 
false
1. Make you observations about something that is unknown, unexplained, 

or new. Investigate current theory surrounding your problem or issue.
2. Hypothesise an explanation for these observations.
3. Make a prediction of outcomes based on your hypotheses. Formulate a 

plan to test your prediction.
4. Collect and process your data. If your prediction was correct, go to step 

5. If not, the hypothesis has been proven false. Return to step 2 to form 
a new hypothesis based on your own knowledge. 

5. Verify your findings. Make your final conclusions. Present your findings 



Quantitative Research (statistics) 
• Key Elements: 

– Counting
Example: how many boys in our sample? 

– Testing Hypotheses
Example: are there more boys than girls in the population? 

– Sample size and power
Example: how big a sample do I need to have a good chance of 
reaching a useful conclusion from my experiment? 

– Modelling Variability
Example: how much do Age & Gender determine academic 
results? 

– Prediction
Example: can I predict whether a boy aged 16 from a band 1 
school will pass an exam? 



What is Hypothesis Testing?

• A statistical hypothesis is an assumption about a 
population parameter. This assumption may or may not 
be true

• Hypothesis testing refers to the formal procedures used 
by statisticians to accept or reject statistical hypotheses.

• The best way to determine whether a statistical 
hypothesis is true would be to examine the entire 
population. 
– Since that is often impractical, researchers typically 

examine a random sample from the population. 
– If sample data are not consistent with the statistical 

hypothesis, the hypothesis is rejected.



What is Hypothesis Testing?

There are two types of statistical hypotheses : null hypothesis 
and alternative hypothesis.

• Null hypothesis. The null hypothesis, denoted by H0, is 
usually the hypothesis we wish to be true. Researchers 
work to reject, nullify or disprove the null hypothesis.

• Alternative hypothesis. The alternative hypothesis, 
denoted by H1 or Ha. Set up in opposition to null hypothesis.



What is Hypothesis Testing?

• For example, to determine whether a coin was fair and 
balanced. A null hypothesis is that half the flips would result in 
Heads and half in Tails. The alternative hypothesis is that the 
number of Heads and Tails would be very different.

• Suppose we flipped the coin 50 times, resulting in 40 Heads 
and 10 Tails. Given this result, we would be inclined to reject 
the null hypothesis. We would conclude, based on the 
evidence, that the coin was probably not fair and balanced.

H0: P = 0.5 
Ha: P ≠ 0.5



Hypothesis Testing for a Proportion 



Simplified methods to test a hypothesis

• Set up the hypothesis
• Random variable
• Distribution for the test (mean, standard deviation…)
• Interpretation of the result (p value, confidence interval)
• Make a decision



Bernoulli Distribution

• Variables with boolean numbers
• The Bernoulli distribution is the probability distribution of 

a random variable which takes the value 1 with 
probability p and the value 0 with probability q = 1 − p

• p       x=1
• 1-p     x=0



• Then, we use 

to estimate p, which is the population mean.



Bernoulli Distribution

• What is the distribution for the population mean
• Central Limit Theorem: In probability theory, the central limit 

theorem establishes that, in some situations, when independent 
random variables are added, their properly normalized sum tends 
toward a normal distribution even if the original variables 
themselves are not normally distributed.

• Based on the Central Limit Theorem,

(Standard Deviation)

• has asymptotically normal distribution, i.e. z~N(0,1)



Example

• Consider estimating the proportion p of the current 
UOW graduating class who plan to go to graduate 
school. Suppose we take a sample of 40 graduating 
students, and suppose that 6 out of the 40 are planning 
to go to graduate school. Then our estimate is 

of the graduating class plan to go to graduate school
• is based on the sample. Unless we are lucky, it might 

not be 0.15.



Example

• On average, a random variable misses the mean by one 
standard deviation  

• That is, the expected size of the miss is 
This is called the standard error of estimation of the 

sample proportion or simply standard error of the 
proportion



Five Steps Hypothesis Testing Procedure 

1. Check any necessary assumptions and write null and 
alternative hypotheses. The null and alternative hypotheses 
will also be written in terms of population parameters; the null 
hypothesis will always contain the equality (i.e., =). 

2. Calculate an appropriate test statistic. This will vary depending 
on the test, but it will typically be the difference observed in the 
sample divided by a standard error. We will see z test 
statistics.

3. Determine a p-value associated with the test statistic. 
4. Decide between the null and alternative hypotheses. If p ≤ α 

reject the null hypothesis. If p > α fail to reject the null 
hypothesis. 

5. State a "real world" conclusion. Based on your decision in step 
4, write a conclusion in terms of the original research question. 



1. Check Any Necessary Assumptions and Write Null and 
Alternative Hypotheses 
– In terms of the hypotheses, the null hypothesis will always 

contain the equality, the alternative hypothesis will never 
contain an equality. 

p0 is the hypothesized value of the population proportion. 



2. Calculate an Appropriate Test Statistic. 
When testing on proportion, a z test statistic using the following 

formula: 

This formula is actually the difference between the sample proportion 
and hypothesized population proportion divided by the standard error 
of . In doing so, this formula is finding the z score for the observed 
sample in terms of the hypothesized distribution of sample 
proportions. 



3. Determine the p-value Associated with the Test Statistic. 

Now, we use the test statistic that we computed in step 2 to determine the 
probability of obtaining a sample that deviates from the hypothesized 
population as much as or more than the sample that we have.

is calculated from the z formula



4. Decide Between the Null and Alternative Hypotheses. 

We can decide between the null and alternative hypotheses by 
examining our p-values. 

If p-value ≤ α, reject the null hypothesis. 

If p-value > α, fail to reject the null hypothesis. Assume that 
α = .05. 

When we reject the null hypothesis, results are said to be 
statistically significant. 



5. State a "Real World" Conclusion. 
• Based on our decision in step 4, we will write a sentence or 

two concerning our decision in relation to the original research 
question.

• If the sample statistic falls within the rejection region, the null 
hypothesis will be rejected, otherwise accepted. 

• Only one of two decisions is possible in hypothesis testing, 
either accept or reject the null hypothesis. Instead of 
“accepting” the null hypothesis, some researchers prefer to 
phrase the decision as “Do not reject H0” or “We fail to reject 
H0” or “The sample results do not allow us to reject H0”.



Two-tailed z-test

Right-tailLeft-tail



Left-tailed z-test

Right-tailLeft-tail



Right-tailed z-test

Right-tailLeft-tail



Babies Example 



• Is the proportion of babies born male different from 
0.50? 

H0 :   p = p0 = 0.50 

Ha :  p ≠ 0.50

This is a two-tailed test because our research question does not state 
if the proportion of males should be less than or more than 0.50, it just 
states that it is different. 

1. Check Any Necessary Assumptions and Write Null and   
Alternative Hypotheses. 



2. Calculate an Appropriate Test Statistic. 

Our z test statistic is -0.566. Given that the population proportion is 0.50, 

a sample of n = 200 translates to a z score of -0.566. 



3. Determine the p-value Associated with the Test Statistic.

Using the standard normal distribution, we want to find the probability of 
obtaining a z score of -0.566 or more extreme (i.e., less than -0.566). 



p-value(z < −0.566) = .2843
Because this is a two-tailed test we must take into account both the left and right 
tails. To do so, we 

multiply the value above by two (p-value=.2843+.2843=.5686). Our p-value is 
.5686 

We could also find this probability in R, we still need to add the proportions in 
the two tails: 



4. Decide Between the Null and Alternative Hypotheses. 

p-value > 0.5, therefore our decision is to fail to reject 
the null hypothesis 



5. State a "Real World" Conclusion.

We do not have sufficient evidence to state that in the 
population the proportion of babies born male is different 
from .50 



• In the above, we carry out the hypothesis test on the 
population proportion (i.e. the mean of x)  when x has 
Bernoulli distribution.

• If x does not have the Bernoulli distribution, how can we 
carry out the hypothesis test on the mean of x?

• There are two types of tests can be used for the 
hypothesis test.
– One is called z-test
– The other is call t-test.



Which test should we select

• z-test
– Test of Population Mean with Known Variance

• t-test
– Test of Population Mean with Unknown Variance



Z-Test

To use Z-test to carry out hypothesis test on     against     , 
we need to know the population variance, denoted

Used to determined whether two samples’ means are 
different when variances are known and sample is large 
(greater than 30)



T-Test

A t-test is a statistical hypothesis test in which the test 
statistic follows a Student's t-distribution under the null 
hypothesis. It can be used to determine  if a population mean 
can be accepted as a specified value or to determine if the 
means of two sets of data are significantly different from each 
other.



Two-tailed

Right-tailLeft-tail

t-test: change z to t



Left-tailed

Right-tailLeft-tail

t-test: change z to t



Right-tailed

Right-tailLeft-tail

t-test: change z to t



One Sample T-Test

• The one sample t-test is a statistical procedure used to 

determine whether a sample of observations could have 

been generated by a population with a specific mean. 

• Suppose you are interested in determining whether an 

assembly line produces laptop computers that weigh 2 

kilograms. To test this hypothesis, you could collect a 

sample of laptop computers from the assembly line, 

measure their weights, and use one-sample t-test to 

carry out the test.



One Sample T-Test

• The procedure for a one sample t-test can be summed 
up in four steps. The symbols to be used are defined 
below: 



One Sample T-Test



One Sample T-Test
4. Calculate the probability of observing the test statistic under the null 

hypothesis. 

• This value is obtained by comparing t to a t-distribution with (n − 1) 
degrees of freedom. This can be done by looking up the value in a 
table, such as those found in many statistical textbooks, or with 
statistical software for more accurate results. 

p = 2 ⋅ Pr(T > |t|) (two-tailed)
p = Pr(T > t) (upper-tailed)
p = Pr(T < t) (lower-tailed) 

Once the assumptions have been verified and the calculations are complete, all 
that remains is to determine whether the results provide sufficient evidence to 
favour the alternative hypothesis over the null hypothesis.



Example







Two Sample T-Test

• The two-sample t-test is used to determine if two 
population means are equal. 

• A common application is to test if a new process or 
treatment is superior to a current process or treatment. 



There are several variations on this test. 

1. The data may either be paired or not paired. By paired, we 
mean that there is a one-to-one correspondence between the 
values in the two samples. 

That is, if X1, X2, ..., Xn and Y1, Y2, ... , Yn are the two samples, 
then Xi corresponds to Yi. For paired samples, the difference Xi -
Yi is usually calculated. For unpaired samples, the sample sizes 
for the two samples may or may not be equal. The formulas for 
paired data are somewhat simpler than the formulas for 
unpaired data. 

2. The variances of the two samples may be assumed to be equal 
or unequal. Equal variances yields somewhat simpler formulas, 
although with computers this is no longer a significant issue. 



3. In some applications, you may want to adopt a new process 

or treatment only if it exceeds the current treatment by some 

threshold. In this case, we can state the null hypothesis in the 

form that the difference between the two populations means 

is equal to some constant μ1 − μ2 = d0 where the constant is 

the desired threshold. 



Definition





Example of Two Sample T-Test

The following two-sample t-test was generated for the data.txt data set. The 

data set contains miles per gallon for U.S. cars (sample 1) and for Japanese cars 

(sample 2); the summary statistics for each sample are shown below. 

http://www.itl.nist.gov/div898/handbook/eda/section3/eda353.htm



• We are testing the hypothesis that the population means 
are equal for the two samples. We assume that the 
variances for the two samples are equal. 



The absolute value of the test statistic for our example, 12.62059, is greater 
than the critical value of 1.9673, so we reject the null hypothesis and 
conclude that the two population means are different at the 0.05 
significance level. 

In general, there are three possible alternative hypotheses and rejection 
regions for the one- sample t-test: 



For our two-tailed t-test, the critical value is t1-α/2,ν = 1.9673, 

where α = 0.05 and ν = 326. If we were to perform an upper, 

one-tailed test, the critical value would be t1-α,ν = 1.6495. The 

rejection regions for three possible alternative hypotheses 

using our example data are shown on the next slide





Paired T-Test

• The same object with two test results

• Determine whether the mean of the differences between two paired 
samples differs from 0 (or a target value)

• Calculate a range of values that is likely to include the population 
mean of the differences

Use one sample t-test:



Paired T-Test

For example, suppose managers at a fitness facility want to determine 
whether their weight-loss program is effective. Because the "before" and 
"after" samples measure the same subjects, a paired t-test is the most 
appropriate analysis.

The paired t-test calculates the difference within each before-and-after pair of 
measurements, determines the mean of these changes, and reports whether 
this mean of the differences is statistically significant.

A paired t-test can be more powerful than a 2-sample t-test because the 
latter includes additional variation occurring from the independence of the 
observations. A paired t-test is not subject to this variation because the 
paired observations are dependent. 
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